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There is growing concern regarding the potential for automated decision making to 
discriminate against certain social groups. However, little is known about how the social 
identities of people influence their perceptions of biased automated decisions. Focusing on 
the context of racial disparity, this study examined if individuals’ social identities (White 
vs. people of color [POC]) and social contexts that entail discrimination (discrimination 
target: the self vs. the other) affect the perceptions of algorithm outcomes. A randomized 
controlled experiment (N = 604) demonstrated that a participant’s social identity 
significantly moderated the effects of the discrimination target on the perceptions. Among 
POC participants, algorithms that discriminate against the subject decreased their 
perceived fairness and trust, whereas among White participants, the opposite patterns 
were observed. The findings imply that social disparity and inequality and different social 
groups’ lived experiences of the existing discrimination and injustice should be at the 
center of understanding how people make sense of biased algorithms. 
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With advances in artificial intelligence (AI), the use of automated decision making (ADM) has been 

increasing in various domains, including news creation and recommendation (Diakopoulos & Koliska, 2017; 
Thurman, Moeller, Helberger, & Trilling, 2019), health care and medical diagnosis (Jha & Topol, 2016; Yu & 
Kohane, 2019), and policing and law enforcement (Kennedy, Caplan, & Piza, 2011; Nissan, 2017). Although 
people generally expect algorithms to outperform human decision making in some aspects (e.g., Grace, 
Salvatier, Dafoe, Zhang, & Evans, 2018; Grady, 2020; Kahng, 2021), there have been growing concerns 
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about potentially biased and inaccurate outcomes produced by machines, which may contribute to 
perpetuating and exacerbating the existing inequality and discrimination in society (Koenecke et al., 2020; 
Obermeyer, Powers, Vogeli, & Mullainathan, 2019; Williams, Brooks, & Shmargad, 2018). For social 
scientists, engineers, policy makers, and journalists in this critical time of socio-technological changes, it is 
important to understand the reaction to and perception of the new technology in society and the public’s 
concern and skepticism against it (Dietvorst, Simmons, & Massey, 2014; Dolata, Feurriegel, & Schwabe, 
2021; Logg, Minson, & Moore, 2019). 

 
Here, we investigate how the public perceives ADM processes that discriminate against users based 

on their social identities. Although recent studies have demonstrated that possibilities of algorithmic biases 
can undermine individuals’ perceptions of fairness and trust (Araujo, Helberger, Kruikemeier, & de Vreese, 
2020; Lee & Baykal, 2017), not much research has been done on how different social groups process biased 
algorithms cognitively and emotionally. The current research explores this issue focusing on racial identities. 
Because racial minorities undergo discrimination and prejudice against them that affect various aspects of 
their lives, including their economic status, social relationships, job performance, and educational 
achievement (e.g., Broman, Mavaddat, & Hsu, 2000; Brown et al., 2000; Greenhaus, Parasuraman, & 
Wormley, 1990), the way they perceive, react to, and cope with racial disparities is different from that of 
the majority group (Jacob et al., 2022; Sellers & Shelton, 2003). Although earlier findings indicate that 
beliefs in the fairness of algorithms lead racial minorities to prefer ADM over human decision making 
(Bigman, Yam, Marciano, Reynolds, & Gray, 2021; Bonezzi & Ostinelli, 2021), questions remain regarding 
social situations wherein people confront algorithms that produce discriminatory outcomes against certain 
social groups. 

 
In this regard, the present research examines if people show significant differences when they face 

automated decisions that discriminate against themselves compared with those discriminating against 
others in a different social group. To understand how algorithmic biases impact different dimensions related 
to experiencing discrimination, we compared perceived fairness, trust, perceived pervasiveness, the 
tendency to question the ADM process, and negative emotional responses to an outcome across two social 
situations that entail different directions of bias: Discrimination against the self and others. We also tested 
whether cognitive and emotional responses to disparities in ADM differ across people’s social identities (racial 
minority and majority) and different decision-making contexts. Finally, we discuss how algorithmic biases 
could heighten people’s concerns and aversion to algorithms and what the implications of this dynamic are. 

 
Literature Review 

 
Perceptions of ADM 

 
ADM refers to computational processes of decision making that involve the use of data and 

algorithms (Araujo et al., 2020; Newell & Marabelli, 2015). The concepts of ADM and algorithms are 
particularly useful for social science research because they allow researchers to capture and represent the 
perspectives of most technology users who may not fully comprehend detailed procedures and mechanisms 
within decision-making machines. This is one reason why these concepts are attracting a growing number 
of researchers in various fields (e.g., Araujo et al., 2020; Bigman et al., 2021; Lee, 2018; Newell & Marabelli, 
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2015). Additionally, these overarching concepts are beneficial for scientific research aiming to investigate 
the social applications and implications of machine learning and AI that are evolving rapidly and generating 
new concepts and terms at a remarkable pace. 

 
Focusing on factors influencing people’s preference and avoidance of ADM, previous research 

identified general appreciation and reliance on algorithmic advice among lay people (Logg et al., 2019; 
Thurman et al., 2019). These attitudes, however, can be easily converted to algorithm aversion and 
preference for human-made decisions after people experience algorithm errors (Dietvorst et al., 2014). 
Individuals with expertise, who tend to have higher confidence in their own judgments, also prefer their 
self-judgment over advice given by machines (Logg et al., 2019). Overall, individuals’ perceptions of their 
self-characteristics as well as personal experiences of ADM are important determinants of algorithm 
appreciation and aversion. 

 
Recent approaches have further inspected detailed cognitive dimensions that are closely linked to 

algorithm appreciation and avoidance. Perceived fairness of algorithms, trust in ADM, and emotional 
reactions to algorithm outcomes have been identified as some of the most critical aspects of human 
perceptions related to ADM (Araujo et al., 2020; Lee, 2018; Lee & Baykal, 2017; Lee & Rich, 2021; Wang, 
Harper, & Zhu, 2020). First, perceived fairness depends on whether the algorithm treats everyone equally, 
independent of biases or personal preferences (Lee, 2018). The concept of trust has been adapted from 
interpersonal contexts, which refers to a psychological state in which people have the intention to accept 
other people’s behavior with positive expectations. For technological artifacts that possess human-like 
characteristics, trust is considered fundamental to human-machine relationships (Araujo et al., 2020; Lee, 
2018; Mcknight, Carter, Thatcher, & Clay, 2011). For technologies that are expected to function fairly and 
accurately, trust is associated with functional aspects of the outcome, such as functionality, reliability, and 
usefulness of ADM (Choung, David, & Ross, 2022). 

 
Perceptions of fairness and trust are also closely related to emotional responses to algorithm 

outcomes (Lee, 2018). In social situations, attribution to intentionality and agency in one’s behavior is 
a key determinant of emotional reactions to that behavior (Betancourt & Blair, 1992). Violation of 
equality, in particular, tends to induce negative emotional responses. When equality is violated, 
individuals seek further explanations about the intention of the violator, and strong negative reactions 
(e.g., anger) can be evoked if the violation is deemed intentional (Shaver, 1985). When the violation is 
considered unintentional, trust in the violator can mitigate negative emotional reactions (Stouten, De 
Cremer, & van Dijk, 2006). 

 
Similar attribution processes may occur during the evaluation of algorithms and their outcomes. 

Trust in AI was found to predict positive attitudes and emotional attachment toward AI technologies (Choung 
et al., 2022). On the other hand, Lee (2018) tested whether people would show less emotional reactions to 
ADM compared with human decision making due to the perceived lack of intentionality and agency in ADM. 
However, the result showed similar or even more negative reactions to ADM. These findings imply that 
cognitive appraisals of perceived fairness, trust, as well as emotional reactions may alter attributional 
processes involved in algorithm appreciation or aversion. 
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Social Disparities in ADM and Algorithmic Bias Perceptions 
 

Although ADM aims to offer a cost-efficient, accurate, and objective alternative to potential 
inaccuracy and inconsistency in human decision making, it can still generate unfair outcomes that often 
reflect and even amplify existing inequality and injustice in society (Barocas, Hardt, & Narayanan, 2019; 
Hooker, 2021). While deliberate corrections and interventions are necessary to mitigate algorithmic biases, 
examining cognitive responses to the biases is also crucial in understanding the consequences of 
discrimination and injustice that machines could engender and in envisioning better socio-technological 
systems for the future (Benjamin, 2019; Noble, 2018; O’Neil, 2016). 

 
Scholars have been paying increasing attention to the connection between the perception of ADM 

and racial disparity (Bigman et al., 2021; Parra, Gupta, & Dennehy, 2021). Past research suggests that 
existing racial inequality in society shapes the reactions to and perceptions of algorithms (Eubanks, 2018; 
Koenecke et al., 2020; Vincent & Viljoen, 2020). For example, a study found that the threat of racial 
inequality increases individuals’ preference for ADM, particularly among minority populations (Bigman et al., 
2021). It implies that the belief that nonhuman agents make fairer and less biased judgments can promote 
the acceptance of machine-driven decisions. Another study also found that people are less likely to recognize 
racial or gender disparities in ADM than in human decisions when assuming algorithms are fair (Bonezzi & 
Ostinelli, 2021). Empirical evidence also revealed that situations, where algorithm processes may neglect 
the unique characteristics of individuals and generate disadvantageous outcomes against them, can 
stimulate resistance to ADM (Longoni, Bonezzi, & Morewedge, 2019). These findings suggest that, without 
contextual information signaling potential algorithmic biases, people are less likely to cast doubt on ADM. 

 
Social Identity, Social Disparity, and the Perception of ADM 

 
The literature on social perception and attribution suggests that bias perceptions in social contexts 

are largely influenced by both the direction of bias (i.e., favorable or unfavorable to whom) and the 
perceiver’s social identity (Major, Quinton, & McCoy, 2002; Phillips & Jun, 2022). Individuals make 
asymmetrical inferences about themselves versus others (Pronin, Gilovich, & Ross, 2004). It was found that 
when people make judgments about themselves relative to others, they view themselves as less biased and 
objective than others and more readily detect biases in others. 

 
Importantly, the attribution to discrimination framework (Major et al., 2002) suggests that 

individuals attribute their negative life experiences to discrimination when (1) they (or their group) are 
treated unjustly/unequally, and (2) the disparity is based on social identity. Furthermore, attribution to 
discrimination can be reinforced by personal experiences of being targeted by discrimination and 
prejudice. When it comes to the perception of discrimination in ADM, the literature provides little 
knowledge about how social identities play a role during the attribution processes related to ADM. Even 
without the consideration of social identities, past research showed mixed findings on the effect of the 
favorability of the outcome, or perceptions of favorability. For example, some studies found a significant 
influence of favorable algorithms on perceived fairness (e.g., Wang et al., 2020), while others report 
marginal or null effects (e.g., Li & Xing, 2022). 
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The current study predicts that, in the social context of race, social identity shapes the reactions 
to racially biased automated decisions. Racial minorities experience discrimination and injustice in their daily 
lives, which in turn can lead to various deleterious outcomes, including economic disadvantages 
(Hangartner, Kopp, & Siegenthaler, 2021; Pager & Shepherd, 2008; Rosen, Garboden, & Cossyleon, 2021), 
physical and psychological distress (Berger & Sarnyai, 2015; Broman et al., 2000; Brown et al., 2000), and 
the degradation of job and academic performances (Greenhaus et al., 1990; Stevens, Liu, & Chen, 2018; 
Wong, Eccles, & Sameroff, 2003). How people experience and cope with racial discrimination depends on 
the social identities of individuals (Jacob et al., 2022; Sellers & Shelton, 2003). 

 
The current study adopts the concept of “perceived pervasiveness” to capture how social groups 

perceive the degree to which discriminatory algorithm outcomes are pervasive and likely to occur in their 
everyday lives. Minority groups frequently experience negative events that involve discrimination and 
injustice against their social identities (Major et al., 2002; Sue, 2010). Consequently, these populations tend 
to be more vigilant and perceptive toward indications of biased decision making that may suggest 
discrimination against them (Major et al., 2002). It is possible that racial minorities would report greater 
increases in perceived pervasiveness when ADM produces biased decisions against them compared with 
members of the racial majority. Such perceptions can influence their attitudes toward algorithms and AI, 
their support for related policies, and other aspects of their lives (Schmitt, Branscombe, & Postmes, 2003; 
Stroebe, Dovidio, Barreto, Ellemers, & John, 2011). 

 
Thus, we hypothesized that minority groups experiencing unfavorable automated decisions, 

compared with minorities facing decisions that discriminate against other social groups, would perceive that 
biased outcomes are more likely to happen and less fair, and the processes generating these discriminatory 
outcomes are less trustable. Similarly, minority groups may feel more negative emotions and be more likely 
to question ADM processes when automated decisions discriminate against their own social groups. 

 
H1:  Racial minorities will show greater reductions in (a) perceived fairness and (b) trust in ADM when 

ADM generates decisions biased against them compared with the racial majority. 
 
H2:  Racial minorities will show greater increases in (a) perceived pervasiveness, (b) negative emotion, 

and (c) tendency to question an outcome when ADM generates decisions biased against them 
compared with the racial majority. 
 
Previous research investigated the public’s ability to recognize and cast doubt on biased decisions made 

by algorithms (Parra et al., 2021), but questions remain regarding how the magnitudes of reactions vary 
depending on social situational contexts. People are generally averse to resorting to ADM regarding essential 
matters of everyday life, such as important health or financial issues (Longoni et al., 2019). Prior work suggests 
that situations involving explicit economic disadvantages or advantages (e.g., monetary incentives and produce 
prices) may increase the sensitivity to the fairness and reliability of a decision-making process (Esarey, Salmon, 
& Barrilleaux, 2012; Moliner, Martínez-Tur, Peiró, Ramos, & Cropanzano, 2013). Even if individuals experience 
the same situations involving ADM in which they are discriminated against their race, the interpretation of the 
incidences may differ between White people and people of color (POC). 
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H3:  People will show lower (a) perceived fairness and (b) trust in ADM when an ADM outcome is 
accompanied by explicit economic consequences compared with when the outcome is not 
connected with explicit economic consequences. 

 
H4:  People will show greater (a) negative emotion and (b) tendency to question the outcome when an 

ADM outcome is accompanied by explicit economic consequences compared with when the outcome 
is not connected with explicit economic consequences. 

 
Method 

 
Sample 

 
Participants were recruited online via Prolific, a survey recruitment platform. People who were at least 

18 years old and located in the United States received a digital flyer about the experiment. People could click 
on a link in the flyer to access the online experiment created with Qualtrics, a survey managing system. 

 
In total, 658 participants completed the experiment. Among these, 54 failed to follow the 

instruction or did not pass the attention check, and their responses were removed from the results. The 
remaining 604 participants were analyzed in this research. For analytical purposes, we categorized all 
participants into two social (race) groups: The White group (n = 442, 73.2%) and the POC group (n = 162, 
26.8%). Participants who identified themselves as a man, woman, nonbinary, and others (“Prefer not to 
disclose” and “Prefer to self-describe”) accounted for 42.7%, 53.8%, 3.0%, and 0.5%, respectively. 

 
Procedure 

 
A randomized controlled experiment was conducted to test the research hypotheses. Participants’ 

informed consent was obtained on the first webpage of the experiment. On the next webpage, participants were 
instructed to think of one of their friends whose race is different from theirs. The instruction also stated that the 
friend should be a person of the same gender, age, education level, and economic status as the participant. 
They were asked to keep thinking of the friend they chose when considering the scenarios that followed. To 
check if participants followed the instruction correctly, a question was asked about the race of the chosen friend. 

 
Nine scenarios were given to each participant, one scenario at a time. Multiple scenarios allowed 

us to compare and analyze their perspectives across different situations. The number of scenarios and 
questions was intentionally limited to keep the online experiment duration within an optimal range of 10 to 
15 minutes, as recommended to prevent participant fatigue, ensure data quality, and meet participant 
expectations (Dynata, 2023; Revilla & Ochoa, 2017). Each scenario described a distinct situation in which 
the participants and their friends used an identical technology involving ADM, which resulted in a racially 
discriminatory outcome. The scenarios described realistic situations that have been observed in the real 
world and discussed in previous studies (Acikgoz, Davison, Compagnone, & Laske, 2020; Binns et al., 2018; 
Miller & Hosanagar, 2019; Parra et al., 2021). All scenario descriptions followed the narrative format 
proposed by Parra and colleagues (2021). The domains discussed in the scenarios included finance, the 
labor market, public service, media, and health and safety, as listed in Table 1. 
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Table 1. Scenarios Used in the Experiment. 

A 

Index Domain Scenario Given in the Self Condition 
1 Finance “You and your friend are both applying for the same financial product (such as 

a credit card, a personal loan, and a mortgage) on the same banking website. 
The website collects information about its users and automatically evaluates 
applications based on the information. 
“The products that are offered to you charge higher interest rates than those 
offered to your friend.” 

2 Labor market “You and your friend are both looking for similar jobs on the same website. 
The website collects information about its users and automatically 
recommends job positions based on the information. 
“The positions that the website recommends to you offer lower salaries than 
those recommended to your friend.” 

3 Information 
technology 

“You and your friend use the same smartphone model and the same voice-
recognition system (e.g., Siri, Alexa, or Google Assistant). Both of you use the 
voice-recognition system routinely for everyday use. 
“You notice that the voice recognition system fails to recognize your voice 
more frequently than it fails with your friend’s voice.” 

4 Labor market “You and your friend applied for the same job position in which you both are 
seriously interested. You both have similar levels of experience, knowledge, 
and skills related to the position. 
“Each of you conducted an online interview with the company and was asked 
the same questions by an automated interview program. Applications and 
recorded responses are automatically rated by the program. You noticed that 
you and your friend did equally well in the interview and provided similar 
answers to the interview questions. 
“Two weeks after the interview, your friend is offered the position, but you do 
not receive any offer.” 

5 Public service “You and your friend have the same nationality. You both are going through 
an automated immigration kiosk at an airport. The kiosk uses face recognition 
technology to verify travelers’ identities. 
“The kiosk directs you to see an immigration officer and provide further 
information while your friend is cleared to go through.” 

6 Hospitality “You and your friend are each booking a similar hotel room using the same 
travel booking website. The website collects information about its users and 
automatically recommends hotel rooms based on the information. 
“The website shows you fewer available rooms than it does for your friend.” 

7 Media “You and your friend both regularly write posts on similar topics on the same 
online social network platform (e.g., Facebook, Instagram, and TikTok). The 
platform automatically examines posts created by users and identifies 
objectionable content that needs to be flagged or removed. 
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“Your posts are found objectionable by the platform more frequently than 
those written by your friend.” 

8 Health and 
safety 

“You and your friend both have similar diets and daily routines and are feeling 
just fine. Both of you are using the same health assessment app. The app 
collects information about its users and automatically estimates the risk of 
infectious diseases based on the information. 
“The app suggests that your risk of contracting infectious diseases is higher 
than your friend’s.” 

9 Health and 
safety 

“You and your friend live in the same neighborhood and have similar cars and 
driving patterns. Both of you are purchasing the same car insurance plan from 
an insurance company. “The company uses a program that automatically 
calculates each customer’s insurance premium based on information about the 
customers they collect. 
“The company charges you more money than it charges your friend for the 
same insurance plan.” 

   

B     

  Scenario 1 in the Self Condition Scenario 1 in the Other Condition 
Example 

(Scenario 1) 
“The products that are offered to you 
charge higher interest rates than 
those offered to your friend.” 

“The products that are offered to your friend 
charge higher interest rates than those 
offered to you.” 

 
Participants were randomly assigned to one of the two conditions with different discrimination 

targets: Discrimination against the self (the “self” condition) and discrimination against the other (the 
“other” condition). Participants in both conditions read the same scenarios, and only the target of 
discrimination varied depending on the condition. The scenarios in the self condition explained situations 
where an outcome disadvantages the participant compared with the friend. The example scenario quoted 
above was for the self condition. In the other condition, participants were given scenarios in which an 
outcome disadvantages the friend. For example, Scenario 1 in Table 1 described the identical situation in 
the other condition but ended with a different statement: “The products that are offered to your friend 
charge higher interest rates than those offered to you.” The order of presenting the scenarios was randomly 
determined for each participant. In each of the two conditions, 302 participants were assigned. 

 
Participants answered a set of questions after reading each scenario. These questions measured 

perceived fairness, the tendency to question the outcome, and the likelihood of each situation in real life. 
Participants could start responding to these questions after reading a scenario for at least 10 seconds. An 
instructed response item was included as an attention check item in the middle of the experiment (Gummer, 
Roßmann, & Silber, 2021). At the end of the experiment, participants were asked about their demographic 
characteristics. The median duration of the entire experimental process was 672 seconds. Subjects received 
monetary compensation for their participation. The current research was exempted by the Institutional 
Review Board of the University of California Davis. The experiment was conducted in August 2022. 
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Measures 
 

All variables were measured on a 7-point Likert scale ranging from 1 to 7. Perceived fairness (M = 
3.1, SD = 1.1) was measured with a question (“How fair or unfair is this outcome for you?”) in line with 
previous studies (Araujo et al., 2020; Lee, 2018). Trust in ADM (M = 2.7, SD = 1.0) was measured using a 
question (“How do you trust that this [website/technology/program/platform/app] makes a good-quality 
decision?”) adapted from previous research (Lee, 2018). Negative emotion (M = 4.6, SD = 1.3, α = 0.93) 
was measured with three questions (Lee, 2018). Tendency to question the outcome (M = 5.0, SD = 1.1, α 
= 0.91) was operationalized by a measure of a participant’s agreement with two statements (“This outcome 
is problematic” and “This outcome is questionable”). Perceived pervasiveness (M = 3.9, SD = 1.2) was 
measured with a question (“How likely is this outcome to happen in your everyday life?”). For the main 
outcome analysis, each dependent variable was averaged across all nine scenarios for each participant. 

 
Statistical Analyses 

 
Multiple linear regressions examined the effect of the discrimination target on each dependent 

variable, moderated by a participant’s race group. We first evaluated the coefficients and statistical 
significance of the interaction between the discrimination target and the race group. Additional subgroup 
analyses were also conducted to investigate the effect of the discrimination target in each race group (POC 
and White) for further investigations of moderation effects on each dependent variable. Although dividing 
participants into each subgroup inevitably limits the statistical power of analysis, subgroup analyses could 
still provide helpful insights into individuals’ perceptions within each race group and their specific contexts. 

 
In addition, we compared the marginal means of the outcome variables in each scenario and each 

condition. For this analysis, we estimated a new statistical model that includes the scenario as a predictor. The 
analysis estimated a random effect linear regression model that predicts a dependent variable as a function of 
the scenario, the discrimination target, the race group, and the interaction between the target and the race 
group, accounting for the correlation within a subject. The estimated marginal mean of a dependent variable 
was then calculated for each scenario in each condition based on the estimated random effect model. 

 
All statistical analyses were conducted on an open-source statistical software, R (version 4.0.3). 

 
Results 

 
Discrimination Target × Race Interaction 

 
Perceived Fairness 
 

The influence of discrimination against the self on perceived fairness, compared with discrimination 
against the other, was significantly different between POC and White participants. As Table 2 presents, the 
interaction between the discrimination target and the race group on the average perceived fairness was 
significant (B = −0.531, SE = 0.200, p = .008). To further understand the nature of the interaction, we 
then analyzed responses from POC and White participants separately. The subgroup analysis indicated that 
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the reactions of POC and White participants were opposite. Among POC, the average perceived fairness was 
lower in the self condition than in the other condition (B = −0.483, SE = 0.168, p = .005), while the average 
perceived fairness among the White group was higher in the self condition than the other condition (B = 
0.048, SE = 0.105, p = .645). 

 
Even when perceived fairness was analyzed for each scenario, a consistent pattern was observed. 

As displayed in Figure 1, despite some variations across the scenarios, the signs of the discrimination target 
× the race group interactions were negative in all nine scenarios, and statistical significance was found for 
four of them. In Figure 1, a dependent variable is shown on the y-axis. Each dependent variable was 
measured for a single scenario (e.g., “Perceived fairness 5” is perceived fairness measured in Scenario 5). 
The x-axis represents experimental conditions. The red and blue lines represent POC and White participants, 
respectively. The dots indicate averages, and an error bar represents the standard error of a mean. The 
coefficient and the p value of the target × race interaction effect on each outcome are displayed inside the 
plot. Statistical significance was indicated with *** (p < .001), ** (p < .01), and * (p < .05). 

 
Table 2. The Interaction Effect Between the Discrimination Target and the Race Group of the 

Subject on Experimental Outcomes. 

 

Avg. 
Perceived 
Fairness 

Avg. Trust in 
ADM 

Avg. 
Tendency to 

Question 
Avg. Negative 

Emotion 

Avg. 
Perceived 

Pervasiveness 

All Participants B (SE) B (SE) B (SE) B (SE) B (SE) 
Target self × race 
POC 

−0.531 
(0.200) ** 

−0.674 
(0.173) *** 

1.155 (0.195) 
*** 

1.021 (0.243) 
*** 

0.928 
(0.215) *** 

Target self 0.048 
(0.104) 

0.278 (0.089) 
** 

−0.683 
(0.101) *** 

−0.231 
(0.126) 

−0.819 
(0.111) *** 

Race POC 0.218 
(0.140) 

0.319 (0.121) 
** 

−0.496 
(0.137) *** 

−0.566 
(0.170) *** 

−0.353 
(0.150) * 

Constant 3.091 
(0.074) *** 

2.566 (0.064) 
*** 

5.373 (0.072) 
*** 

4.756 (0.090) 
*** 

4.317 
(0.079) *** 

POC participants B (SE) B (SE) B (SE) B (SE) B (SE) 
Target self −0.485 

(0.168) ** 
−0.396 

(0.147) ** 
0.473 (0.163) 

** 
0.790 (0.209) 

*** 
0.110 

(0.191) 
Constant 3.310 

(0.117) *** 
2.885 (0.102) 

*** 
4.888 (0.112) 

*** 
4.190 (0.145) 

*** 
3.964 

(0.133) *** 

White participants B (SE) B (SE) B (SE) B (SE) B (SE) 
Target self 0.048 

(0.105) 
0.278 (0.090) 

** 
−0.683 

(0.102) *** 
−0.231 
(0.126) 

−0.819 
(0.110) *** 

Constant 3.091 
(0.074) *** 

2.566 (0.064) 
*** 

5.373 (0.073) 
*** 

4.756 (0.090) 
*** 

4.317 
(0.078) *** 

Note. *** p < .001, ** p < .01, * p < .05, The experimental outcomes were averaged across the nine 
scenarios. Coefficients (B) are unstandardized. Standard errors in parentheses. 
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Trust in ADM 
 

The influence of discrimination against the self on trust in ADM, compared with discrimination 
against the other, also showed a significant difference between POC and White participants. The interaction 
between the discrimination target and the race group on trust in ADM was significant (B = −0.674, SE = 
0.173, p < .001) as Table 2 presents. When the POC and White subgroups were analyzed separately, the 
reactions of the two groups were opposite. Among POC participants, trust was lower in the self condition 
than in the other condition (B = −0.396, SE = 0.147, p = .008), while trust among White people was higher 
in the self condition than in the other condition (B = 0.278, SE = 0.090, p = .002). When each scenario was 
analyzed separately, as visualized in Figure 1, the aforementioned pattern was consistent: A negative sign 
for the target × the race group interaction in all nine scenarios. Statistical significance was found for seven 
of the nine scenarios. 
 
Tendency to Question the Outcome 
 

Regarding the tendency to question ADM outcomes, the influence of the discrimination target varied 
depending on the race group. Table 2 shows that the interaction between the discrimination target and the 
race group on the average tendency to question ADM outcomes was significant (B = 1.155, SE = 0.195, p 
< .001). When we looked into the POC and White subgroups separately, the responses of POC and White 
participants displayed striking contrast. Among POC participants, the average tendency to question was 
greater in the self condition than in the other condition (B = 0.473, SE = 0.163, p = .004), while among 
White participants it was lower in the self condition than in the other condition (B = −0.683, SE = 0.102, p 
< .001). As another robustness check, the tendency to question ADM outcomes was calculated separately 
for each scenario. The result indicates that despite minor variations, the discrimination target × the race 
group interactions were positive and statistically significant in all nine scenarios. 
 
Negative Emotion 
 

There was a difference in the influence of the discrimination target on the average negative emotion 
between White and POC participants: The interaction between the discrimination target and the race group 
on the average negative emotion was significant (B = 1.021, SE = 0.243, p < .001). The subgroup analysis 
showed that the average negative emotion of the two groups, the White and the POC groups, shifted in 
opposite directions. Table 2 presents that while among POC participants discrimination against the self 
significantly increased the average negative emotion, compared with discrimination targeting others (B = 
0.790, SE = 0.209, p < .001), discrimination against the self reduced the average negative emotion among 
White participants although it was only marginally significant (B = −0.231, SE = 0.156, p = .067). We also 
evaluated negative emotion in each scenario. The result supported the aforementioned finding: The 
discrimination target × the race group interactions were positive and statistically significant in eight of the 
nine scenarios. 
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Figure 1. Responses by conditions, races, and scenarios. 

 
Perceived Pervasiveness 
 

In terms of the perceived pervasiveness of the outcomes in everyday life, the influence of the 
discrimination target was significantly different between White and POC participants. Table 2 presents that 
the interaction between the discrimination target and the race group on the average perceived pervasiveness 
of the outcome was significant (B = 0.928, SE = 0.215, p < .001). The subgroup analysis revealed what 
this significant interaction indicated. When the sample was divided into the two groups, the average 
perceived pervasiveness among POC participants did not show a significant difference between the self 
condition and the other condition (B = 0.110, SE = 0.191, p = .567), but the average perceived 
pervasiveness among White participants significantly decreased with discrimination targeting the self (B = 
−0.819, SE = 0.110, p < 0.001). The analysis of perceived pervasiveness in each scenario showed that the 
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discrimination target × the race group interactions were positive in all nine scenarios and statistically 
significant in seven of them. 

 
Influence of the Friend’s Race Among POC Participants 

 
During the experiment, most POC participants (n = 94, 58.0%) chose a White friend for 

consideration, and the rest chose a non-White friend, for example, a Black participant chose an Asian friend. 
(All White participants chose a POC friend.) Thus, we conducted a robust check to examine the influence of 
the friend’s race among POC participants. 

 
For perceived fairness, trust in ADM, the tendency to question the outcome, and negative emotion, 

discrimination against the self changed the dependent variables in the same direction regardless of the 
friend’s race, as visualized in Figure 2. In this figure, a dependent variable is shown on the y-axis. The x-
axis represents experimental conditions. The green and blue lines represent participants who chose a POC 
friend and a White friend, respectively. The dots indicate averages, and an error bar represents the standard 
error of a mean. The coefficient and the p value of the target × race interaction effect on each outcome are 
displayed inside a plot, where statistical significance was indicated with *** (p < .001), ** (p < .01), and 
* (p < .05). As shown in Figure 2, regardless of their friend’s race, POC participants reacted to the 
discriminatory situations targeting the self with less perceived fairness, less trust, a higher tendency to 
question the outcome, and higher negative emotion. The results also suggest that POC participants who 
considered a White friend might show stronger reactions to the discriminatory scenario than those who 
chose another non-White race. Regarding perceived pervasiveness, self-targeting discriminatory situations 
involving a White friend and a POC friend led to a higher and a lower perceived pervasiveness, respectively, 
compared with other-targeting discrimination. 

 

 
Figure 2. Average outcomes among POC participants by the friend’s race (n = 162). 

 
Marginal Means by Scenarios 

 
Figure 3 visualizes and compares the estimated marginal means (EMMs) of the outcome variables. 

In this figure, the red dots indicate EMMs. The gray bars represent the 95% confidence intervals of the 
EMMs. A difference between two EMMs is statistically significant at α = 0.05 with the Bonferroni correction 
if their respective arrows (“comparison arrows”) do not overlap (Lenth, 2022). 

 
Figure 3 depicts a pattern consistent across the two experimental conditions. In both conditions, 

perceived fairness and trust in ADM were at their lowest level in the three scenarios about insurance 
premiums (Scenario 9), salaries of recommended jobs (Scenario 2), and interest rates of financial products 
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(Scenario 1). These three scenarios were the highest in the pervasiveness to question the outcome and 
negative emotion. Contrarily, the three scenarios that induced the highest perceived fairness and trust 
discussed the calculation of disease risk (Scenario 8), the evaluation of job interviews (Scenario 4), and 
failure rates in voice recognition (Scenario 3). These three scenarios were the lowest in terms of the 
tendency to question the outcome and negative emotion. 

 

 
Figure 3. Estimated marginal means of outcomes by scenario and condition. 

 
Perceived pervasiveness showed a pattern distinguished from the other variables. While most 

scenarios produced similar levels of perceived pervasiveness, the scenario about job interview evaluation 
(Scenario 4) exhibited the highest perceived pervasiveness, which is significantly different from other 
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scenarios’ results. The perceived pervasiveness of the scenario about availability on a booking website 
(Scenario 6) was significantly lower than in other scenarios. 

 
Discussion 

 
This study examined how social identities influence the perceptions of automated decisions that 

discriminate against certain social groups. The results demonstrate the significant impacts of social identities 
that shape cognitive and affective responses to algorithmic biases. First, lending support to H1, discrimination 
against the self decreased POC’s perceived fairness and trust in ADM compared with discrimination against the 
other, whereas White individuals exhibited the opposite pattern. Furthermore, as predicted in H2, discrimination 
unfavorable to the subject significantly increased the tendency to question the outcome, negative emotion, and 
perceived pervasiveness of the incidence among racial minorities, but these outcomes were lower with 
discrimination targeting the other among the racial majority group. The significant interactions indicate that the 
effects of discrimination targets were significantly different between the two racial groups. These results provide 
compelling new evidence that social identity plays an essential role in shaping people’s cognitive and affective 
reactions to algorithmic bias. In contrast to the previous reports on marginal or null effects of social/group 
identities (Wang et al., 2020), this finding highlights the importance of social groups’ innate characteristics in 
people’s experiences of algorithms and AI (Lee & Rich, 2021). 

 
It is worth emphasizing that these results clearly reflect what POC and White people experience 

and observe in real-world situations. POC participants reported that discrimination targeting themselves was 
more likely to happen in the real world than discrimination targeting other races. White people also 
responded that ADM situations were more likely to discriminate against POC people than themselves, 
implying that people in the majority group are also aware of discrimination against racial minorities. These 
results align with previous reports on racially biased automated decisions (Benjamin, 2019; Buolamwini & 
Gebru, 2018; Obermeyer et al., 2019; Rosen et al., 2021). Also, the results suggest that social disparity 
and inequality and the lived experience of the existing discrimination and injustice are at the center of 
understanding the perception of automated decisions impacting a large number of people. An excessive 
focus on mathematical fairness or one-size-fits-all approaches, without taking into account diversity, 
inclusion, sociocultural reality, and public perception in designing, deploying, and evaluating algorithms may 
lead to a “false equality” that actually exacerbates existing inequalities. A deep understanding of 
sociocultural factors is also essential to inform potential solutions that have been proposed to address biased 
AI, such as Explainable AI, which, while not a cure-all solution, could constitute one aspect of a larger 
approach to address the broader issue of algorithmic fairness and accountability (de Bruijn, Warnier, & 
Janssen, 2022). 

 
Furthermore, this research discovered that perceived fairness and trust are lower when 

discriminatory outcomes accompany economic disadvantages compared with outcomes not involving explicit 
economic penalties, supporting H3. Contrarily, the findings also indicated that the tendency to question the 
outcome and negative emotion are higher in discriminatory situations involving economic disadvantages 
imposed on the self, supporting H4. Combined with the results presented earlier, these outputs enable us 
to reconcile two seemingly conflicting arguments: People experiencing biased algorithms react to economic 
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advantages and disadvantages, but the importance of social identities emerges when we start considering 
the detailed context of discrimination, such as which social group is being discriminated by algorithms. 

 
Implications of Findings 

 
The present findings have several important implications. First, this study reveals that social 

identity shapes the perceptions of ADM. While knowledge has been thin about the linkages between racial 
identity and racially biased automated decisions, this study provides new empirical evidence that 
discriminatory situations caused by machines could be perceived very differently depending on people’s 
racial identity. It also means that research frameworks that neglect existing social inequality and injustice 
may provide only a partial explanation of how people process AI-augmented discrimination and how they 
navigate through the increasingly complex socio-technological system. Likewise, algorithmic adjustments 
focusing only on offering myopic economic incentives to mitigate biased outcomes will not encompass 
systematic disparities across different social identity groups and their situational contexts. Third, the results 
of this study evince people’s clear reaction when one of the core principles of ADM, fairness, is violated. Our 
finding shows that people clearly recognize the target of discrimination and respond with sharp changes in 
their perceptions and emotions. It implies the possibility that repeated and large-scale exposure to 
algorithms that discriminate against a significant portion of a population (e.g., Buolamwini & Gebru, 2018; 
Koenecke et al., 2020; Obermeyer et al., 2019) could corrode public trust and credence in AI and produce 
considerable confusion, conflict, and disruption in society. Last, this study reveals that the context of 
discrimination also influences the magnitude of public reactions. We found that the perception of ADM is 
affected more when ADM results in an economic (dis)advantage, but it is worth noticing that reactions to 
noneconomic discrimination are also not ignorable. 

 
Limitations 

 
The present research is not without limitations. First, the participants were not a representative 

sample of the U.S. population, and one should be cautious in generalizing the current findings. Also, since 
the experiment was conducted with U.S. residents, the specific social and racial contexts of this study should 
be carefully interpreted while considering the current findings in other social and cultural contexts. Second, 
we observed individuals’ reactions when they compared themselves with one of their friends, and future 
research should investigate the perception of biased ADM on various types of social networks, such as how 
algorithm bias affects connections in working or learning environments. Third, although our study 
categorized participants into POC and White groups, research with larger samples and more detailed 
analyses will be more useful in gaining a more contextualized understanding of the subgroups within the 
POC group, including Black, American Native, and Asian. 

 
Conclusion 

 
Scholars have warned that the increasing use of algorithms and AI might increase the risk of racial 

discrimination and exacerbate the existing disparities and inequalities in society (Koenecke et al., 2020; Miller, 
2020; Obermeyer et al., 2019; Williams et al., 2018). Systematic social disparity and inequality differentially 
affect various aspects of individuals’ daily lives depending on their social identity. The current study incorporates 
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individuals’ social identities to understand their cognitive and affective responses to racially biased automated 
decisions and demonstrates that people are able to recognize when their beliefs in fairness and equality of ADM 
are violated, discriminating against racial minorities. Individuals’ social identity is a crucial predictor that shapes 
the magnitude of their resistance and aversion to algorithms. Overall, findings from this study contribute 
empirical evidence of public perceptions and reactions related to potential algorithmic biases that are important 
for researchers, policy makers, and practitioners to understand the negative outcomes of algorithmic bias in 
society and develop fairer and equitable socio-technological systems. 
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